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Abstract

Re-enacting video shots with popular fictional charac-
ters can serve as a tool for creating fan-fiction or creative
content. Previous methods require an image template of the
target character to change an appearance of a person in the
source image. In this work, we propose a simple method
for manipulating a person’s appearance in a video shot
into one of a fictional character using only its name and
a bounding box of the person in the original frame. Our
method encodes source image using a VQGAN encoder and
optimizes the latent code, such that the detected region of
the person in the reconstructed image is similar to the target
character name in a shared embedding space. To preserve
the semantics of the original frame we apply the perceptual
loss between the original frame and target frame. Our re-
sults indicate how much do large vision and language mod-
els know about pop-culture. We demonstrate our results on
several video clips from the TV show Friends, generated
characters from various movies and TV shows, and finally
demonstrate that our simple method can be applied more
broadly as an open vocabulary, text to image manipulation
technique.

1. Introduction
Movies entertain us, provide comfort, shock us, educate

us, and provide a perspective. As such a rich form of ex-
pression, it is not surprising that the characters of influential
movies continue living in our imagination. Not only can we
easily visualize the appearance of a characteristic fictional
character, but we can also imagine his or her behavior in
any situation that we find ourselves in. In fan fiction, peo-
ple re-imagine their favorite characters, for example, creat-
ing a new episode of their favorite tv show or painting their
favorite characters in a new setting.

In this work, we provide a creative tool for movie reen-
actment, a text-driven method that allows for changing the
appearance of a person in a video to one of a famous movie
character. Figure 1 shows an example of our method applied
to the characters from the tv show Friends and characters

from the movie Lord of the Rings. Inspired by the recent
advances in vision and language research, we use a CLIP
model [27] to measure the similarity between the textual
embedding of movie character’s names and images. Using
a pre-trained image generation model, and person detector,
we maximize the cosine similarity between the generated
character and the text embedding. To preserve the seman-
tics of the video, we use the perceptual similarity loss com-
monly used for style transfer applications.

Figure 1. An example of movie character translation. Given the
source image, person detection bounding boxes and a user de-
fined mapping (’Ross’: ’Aragorn’, ’Rachel’: ’Gandalf’, ’Mon-
ica’: ’Frodo’, ’Chandler’: ’Gollum’, ’Phoebe’: ’Legolas’, ’Joey’:
’Gimli’), we optimize a latent code to generate the output image.

Our method allows for open-vocabulary transfer of fic-
tional characters in a video. More broadly, the approach
can used for general image manipulation with text input.

2. Related Work

Image-to-image translation. Images can be trans-
formed to a new target domain by training a conditional
image translation model using either paired (Pix2Pix) train-
ing [13, 33], unpaired (CycleGAN) training [36, 16, 12]. A
recent proposal trains atop an unconditional GAN [29]. Un-
like these methods, we aim to allow transformation of video
shots without training a new model for each manipulation,
and without access to a large data set of target images.

Style transfer. With only a single target style image,
classical texture transfer methods [4, 10] and recent neural
image style transfer methods [6, 11, 19, 32, 21] can modify



Figure 2. The overview of our method. A pre-trained person detector is used to detect people in each frame. In the training step, we encode
the source image using a VQGAN encoder and optimize its latent code, such that the detected region of the person in the reconstructed
image is similar to the target character name in a shared embedding space. The loss consist of perceptual metric between the original image
and the reconstructed image and the similarity score between the target text embedding and the manipulated image region embedding.

a source image so that its style resembles that of a the tar-
get style image while retaining the content of the original
source image. Our work differs because we modify high-
level semantics such as the identity of a character rather
than only low-level style, and we alter the image using text,
without an example target image.

GAN-based semantic image manipulation. GAN-
based image generation methods can modify an image by
steering the latent representation of image semantics [7, 14,
30]. Or a GAN can be used to paint semantic modifica-
tions into local portions of an image [24, 2, 3]. Unlike these
methods, which allow editing using a finite vocabulary of
semantic concepts, our goal is to allow an open vocabulary
of characters to be added to a shot.

Movie synthesis. Previous work to create movie scenes
from text have retrieved and composited animated charac-
ters from a database [9], or trained models to compose sim-
plified scenes from scratch from textual scene descriptions
[20, 31]. The problem of creating a new movie is challeng-
ing and previous work has focused on animated scenes and
synthetic worlds with objects such as blocks and balls. Un-
like those approaches, our goal is not to create a new movie
scene from scratch, but to use text guidance to modify the
characters within an existing realistic movie shot.

Text-based image synthesis and manipulation. More
similar to our method are text-to-image modeling methods
which generate an image to based on a given text [18, 17,
35]; these have traditionally trained generative models on
image and text pairs using a GAN discriminator and text en-
coders. Autoregressive models have also shown good per-
formance at this task [28, 5]. Since our goal is to mod-
ify shots rather than synthesize new images, our method
builds upon the more recent approach of modifying images
by optimizing the output of a GAN to minimize losses de-
fined by the powerful CLIP [27] image-text similarity net-
work [23, 22, 1, 25]. Our method differs from previous
approaches because our goal is to add recognizable human
characters, composing multiple characters into an existing
shot while preserving layout and pose.

3. Method
The outline of our method is shown in Figure 2. We ap-

ply our approach per image, on frames from a video shot.
To detect and track the people in a video shot (1), we use
an off-the-shelf detector [8] and SPT tracker [15]. We re-
construct each frame using a VQGAN [5] (2) and compute
both the visual CLIP [27] embedding of the person detec-
tion region of the generated frame and the textual embed-
ding of the target fictional character name (3). We apply
image augmentations, including random affine transforma-
tion, random perspective transformation, color jitter, and
random erasing of a small area of an image to the encoded
image. Our objective function maximizes the cosine sim-
ilarity between the textual embedding and the augmented
image embedding. We also apply a perceptual loss between
the original image and the generated image, to preserve the
semantics of the original image. We could trivially extend
this framework to enforce a global style of the image by
adding another loss term analogous to (3) that would tie the
embedding of the entire image to a style description.

4. Experiments
4.1. Video Shot Re-enactment

We optimize latent codes of each frame for 400 epochs;
the generated images have a resolution of 600x600. To im-
prove the quality of generation of people and specifically
human faces, we fine-tune the VQGAN on the five first sea-
sons of Friends for 10 epochs. To measure the improvement
of the face quality, we compute the PSNR of reconstruc-
tions of frames from season 6 episode 1 using a fine-tuned
model and a model trained on ImageNet, obtained PSNR
scores are comparable with the later model marginally bet-
ter (+0.13). Qualitative results of image generation using
different VQGAN models are shown in Fig 5.

To investigate the effects of using the perceptual loss,
we compare three generated images obtained both when us-
ing the perceptual loss component during training and when
using only the embedding similarity loss. The images ob-



Figure 3. Qualitative results on three shots from Friends. The top row shows original frames, and the one below the generated shots. In the
(a) image target characters are ”Frodo” and ”Golum”, the (b) image; ”Gandalf” and ”Aragron”, and the (c) image: ”Legolas”. Despite the
coarse conditioning using only bounding boxes, the generated images preserve the pose and facial expression of the source characters.

Figure 4. Movie Characters discovery, using our method, we transfer the original frame’s character to one of a fictional character. Target
characters in the top image (a) are: ”Captain Jack Sparrow”, ”Daenerys Targaryen, the mother of Dragons”, ”Indiana Jones”, ”The Joker”,
the target character pairs in image (b) are (”Pam Beesly”, ”Michael Scott”), (”Hermione Granger”, ”Harry Potter”), (”Hannibal Lecter”,
”the girl from the Ring”), (”Princess Leia”, ”Darth Vader”).

tained when training without the perceptual loss lose the
semantic structure of an image and the target characters are
generated appear in multiple places in the image. This ex-
periment is shown in Figure 6.

In Figure 3 we show the re-enactment of shots from the
TV show Friends, (the shots used for testing are from sea-
son 6 episode 5) generated using the proposed approach.
In 3 (a) used target characters are (’Gollum’, ’Frodo’), in
the 3 (b) (’Gandalf’, ’Aragorn’), and the 3 (c) ’Legolas’.
While our method only provides coarse conditioning of the

target pose, the generator can transfer head position, facial
expressions, and body pose. The characters in each frame
are distinguishable despite the fact, that we are only using
the a textual description of the character’s name.

4.2. Movie Characters Discovery

To visualize various fictional characters, we test our
method on two different frames and four sets of charac-
ter mapping. In Figure 4 (a) the queried characters are
”Captain Jack Sparrow”, ”Daenerys Targaryen, the mother



Figure 5. The image generation using a VQGAN model trained on
five seasons of the TV show Friends (bottom row) and a VQGAN
model trained on ImageNet (top row).

Figure 6. The image generation with the perceptual loss (bottom
row) and without using the perceptual loss (top row).

of Dragons”, ”Indiana Jones” and ”The Joker”, in Figure
4 (b) the character pairs are: (”Pam Beesly”, ”Michael
Scott”), (”Hermione Granger”, ”Harry Potter”), (”Hannibal
Lecter”,”the girl from the Ring”), (”Princess Leia”, ”Darth
Vader”). It is interesting to observe that the generated peo-
ple are recognizable for both very characteristic characters
(eg. ”Captain Jack Sparrow”) as well as regular sitcom ac-
tors (”Pam Beesly”, ”Michael Scott”).

4.3. General application

Our method can also be applied to natural images. In
Figure 7 we take frames from the DAVIS dataset [26],
object detections obtain using [34] and use the proposed
method to modify both the detected objects and the general
style of an image. The top images demonstrate generated
images with a fixed style; at bottom are different objects
with the same style.

5. Conclusion
We present a simple method for re-enacting video shots

with fictional characters using text. Our method allows for
free-form text-to-image manipulation that can describe ab-
stract fictional characters as well as specific objects. We use
an off-the-shelf person detector and tracker, and apply our

Figure 7. The proposed method can be applied to natural images
as a text guided style transfer. At the top, in each column, the gen-
erated images share the same modified object and have different
global style (green). At bottom, images in each column share the
same style (”jungle”) and vary in changed object.

method per frame. We show that using the perceptual loss is
crucial for preserving the semantics of the original image.
We show qualitative results of our method on three video
shots from the TV show Friends, seventeen different movie
characters and natural images.

We believe our work can promote creative fan fiction
generation and improvements in text guided style transfer.
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