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Abstract

Recent large-scale text-to-image diffusion models generate
photorealistic images but often struggle to accurately de-
pict interactions between humans and objects due to their
limited ability to differentiate various interaction words. In
this work, we address the challenge of capturing nuanced
interactions within text-to-image diffusion models. We pro-
pose a novel text-to-image generation model that weakens
the bias between interaction words and objects, enhancing
the understanding of interactions. Specifically, we disen-
tangle various interaction words from frequency-based an-
chor words and leverage localized interaction regions from
generated images to help the model better capture seman-
tics in distinctive words without extra conditions. Our ap-
proach enables the model to accurately understand the in-
tended interaction between humans and objects, producing
high-quality images with accurate interactions aligned with
specified verbs. Extensive experiments on the HICO-DET
dataset validate the effectiveness of our method compared
to previous approaches.

1. Introduction
Recently, text-to-image diffusion models have demon-
strated the ability to generate photorealistic images from
natural text [16], yet they often fail to accurately capture
interactions between humans and objects [6]. For exam-
ple, they often fail to differentiate between semantically dis-
tinct prompts, such as “A person walking a bicycle” and
“A person riding a bicycle,” particularly in capturing the
semantics in verbs that are crucial for accurately depict-
ing the intended interaction. To enhance prompt interpre-
tation ability of diffusion models, previous methods have
leveraged additional modules such as large language mod-
els (LLMs) [4, 5, 12] or extra bounding boxes [6, 11, 21, 24]
to provide explicit relational visual information.

For example, InteractDiffusion [6] introduces control-
lable image generation using Human-Object Interaction
(HOI) information with bounding boxes for human, rela-
tion, and object <h, r, o> triplets. Nevertheless, as shown

walking, bicycle holding, backpackcarrying, kite

Figure 1. Examples of interactions from InteractDiffusion [6],
showing a lack of understanding of interaction words. The
model relies on precise bounding boxes rather than understand-
ing interaction words to exhibit accurate interactions, as shown in
the results for the “red” and “blue” boxes.

in Fig. 1, the model still struggles with accurate interactions
even with these additional conditions. For instance, given
the prompt “walking, bicycle,” the model fails to depict the
intended interaction when semantically distinctive interac-
tion words share a similar bounding box (e.g., walking and
riding). This suggests that the model lacks an understand-
ing of interaction semantics and relies heavily on precise
bounding boxes, which are labor-intensive to provide.

To improve the model’s interaction understandability
without additional conditions, we propose VerbDiff, a novel
text-to-image generation method that better distinguishes
interaction words via several objectives. First, we apply Re-
lation Disentanglement Guidance (RDG) using frequency-
based anchor texts from the dataset for each human-object
pair to reduce interaction bias in generated images. We
observe that the exhibited interactions in generated images
have bias, which follows frequent verbs corresponding to
each human-object pair in the data distribution. To address
this, we align interaction features between real and gen-
erated images while separating those of generated images



from anchor text features, enabling a more effective distinc-
tion of interaction words.

Secondly, to enforce the model to better focus on the
interaction regions between humans and objects, we intro-
duce Interaction Direction Guidance (IDG). This approach
emphasizes fine-grained semantic distinctions in localized
interactions. We design an Interaction Region (IR) mod-
ule to capture specific interaction areas in generated im-
ages, leveraging cross-attention maps for region extraction
in text-only diffusion models without bounding box condi-
tions. The IR module extracts interaction regions using the
centroids of cross-attention maps associated with <h, r, o>
tokens. We obtain biased interaction features from these re-
gions and apply interaction direction guidance. We validate
our method’s effectiveness on the HICO-DET dataset [1].
Our approach accurately captures semantic differences be-
tween interaction words and generates high-quality images
with accurate interactions compared to previous methods.

2. Relation Generation
Relation generation between objects has been explored
leveraging LLMs [4, 5, 12] and scene graph [14, 17, 19, 20,
22, 23]. While LLM-based methods can generate accurate
object layouts, they primarily focus on compositional rela-
tions rather than interactions [4, 5, 12]. Scene graph-based
approaches have addressed these limitations by combining
scene graph encoders to enhance prompt understandabil-
ity [14, 17, 19, 20, 22, 23]. However, they require additional
training to extract scene graphs from prompts and struggle
to capture subtle semantic differences in interactions.

To depict accurate interactions during generation, re-
searchers have focused on human-object interactions
(HOI) [6, 8–10]. Some methods use inversion-based frame-
works to capture interaction semantics but require optimiza-
tion for each interaction word [8, 9]. More generalized
approaches leverage additional conditions such as human
poses [10] or bounding boxes [6]. Specifically, InteractD-
iffusion [6] leverages the HOI information with bounding
boxes to generate interactions. However, this method still
relies on additional information rather than semantic dif-
ferences between prompts. Our work is similar to Inter-
actDiffusion [6] by leveraging HOI information but differs
from focusing on semantic differences between interaction
words to enhance interaction understanding in SD without
additional conditions.

3. Method
3.1. Relation Disentanglement Guidance
To improve interaction understanding in text-to-image dif-
fusion models, we propose a method that reduces the bias
toward frequent interaction verbs. Given a ground-truth
text T gt = “A photo of a {h} {rgt} a/an {o}”, SD gener-

ates images Igen during training, which often reflect biased
verbs frequently observed in the dataset. For example, when
the text describes “holding a backpack,” Igen often depicts
“wearing a backpack,” a more frequent verb for the human-
object pair. We define such a frequent verb as the anchor
verb ranc = argmaxr∈Ro C(r|o), where Ro denotes the set
of verb in each human-object pair and C(·) is the verb count.
Then, we construct an anchor sentence T anc = “A photo of
a {h} {ranc} a/an {o},” and encourage the model to dis-
tinguish between T gt and T anc using a triplet loss [7] with
margin m. We compute the loss using CLIP [15] features
fgen, egt, and eanc from Igen, T gt, and T anc:

Ltriple = max
(
0,m+ sim

(
fgen, egt

)
− sim (fgen, eanc)

)
.

(1)

To further align the generated image with the ground-
truth interaction at the image level, we apply an image
alignment loss. Since Igt often includes multiple inter-
actions, we extract the mask M from the human-object
bounding boxes and isolate the relevant region IgtM = Igt ⊙
M. The image encoder then extracts fgt

M, and the alignment
loss becomes:

Lalign = 1−
fgt
M · fgen

|fgt
M||fgen|

. (2)

This guides the model to focus on interaction-specific re-
gions. However, as each interaction verb has widely vary-
ing sample counts, we apply effective number α to bal-
ance the modification extent across each words. Follow-
ing [2], each class k is weighted by α(k) = 1−βnk

1−β , where
β = (N − 1)/N , nk is the number of samples, and N is the
total number of samples in the dataset. Finally, we multiply
α and define Relation Disentanglement Guidance as:

LRDG = α · (Ltriple + Lalign). (3)

3.2. IR Module & Interaction Direction Guidance
While Relation Disentanglement Guidance (RDG) helps the
model distinguish interaction words, it often fails to reflect
human expectations in fine-grained interaction regions. To
address this, we hypothesize that focusing on more local-
ized regions can better capture detailed interactions. We ap-
ply Interaction Direction Guidance (IDG), which leverages
cross-attention maps of <h, r, o> tokens to guide the model
toward more precise region-level interaction depiction.
Interaction Region Module. To achieve a more detailed
interaction expression, we first extract interaction regions
from both real and generated images. Although real images
contain explicit human and object bounding boxes in the
dataset, it is challenging to extract specific interaction re-
gions without additional conditions from generated images.
We leverage the cross-attention maps Ah, Ar and Ao cor-
responding to <h,r,o> token to extract interaction region
between human and objects effectively.
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Figure 2. Pipeline of VerbDiff. VerbDiff uses Relation Disentanglment Guidance (Sec. 3.1) that separates the interaction features from
the anchor text for each human-object pair. Additionally, it contains the IR module (Sec. 3.2) (right) which extracts localized interaction
regions from generated images without explicit bounding boxes and Interaction Direction Guidance (Sec. 3.2) that guides the model to
focus more on the fine-grained interaction regions.

We apply the centroid extraction mechanism proposed
in [3] to compute specific points within attention maps.
Specifically, we calculate ch, cr and co from each cross-
attention maps as follows:

c =
1∑

h,w A

[∑
h,w w · A∑
h,w h · A

]
, (4)

where h and w denote the height and width in the atten-
tion map A. Then, we define the interaction center crel
as the centroid of a triangle defined by ch, cr, and co. Fi-
nally, we extract interaction region Bgen

rel by leveraging the
distance between human and object center with Bgen

rel =

crel±∥ch−co∥22. Additionally, we extract Bgt
rel in the same

manner, leveraging the human and object bounding boxes
in the dataset. We treat crel as the midpoint between the
human and object centers within the given boxes Bgt.
Interaction Direction Guidance. To generate images with
more realistic interactions, we design guidance that aligns
feature differences at the image level with those at the in-
teraction region. With interaction region Bgt

rel and Bgen
rel ,

we obtain interaction region image by masking the real and
generated images: Igrel = Bg

rel ⊙ Ig, where g ∈ {gt, gen}.
We then encode both interaction region images through
a CLIP image encoder and extract interaction region fea-
tures fgt

rel and fgen
rel . Then, we calculate the direction be-

tween fgt
rel and fgen

rel , referred to as biased relation feature

f bias
rel = fgt

rel − fgen
rel , to align the direction of biased inter-

action features with that of the real images. The interaction
direction guidance is as follows:

LIDG = 1−
(fgt

M − fgen) · (f bias
rel )

|fgt
M − fgen||f bias

rel |
. (5)

3.3. Training Phase
We train only the cross-attention layer in SD to capture the
semantically distinct relation words, as the cross-attention
reflects the existence of each word token [13]. We adopt
the reconstruction loss to train T2I models in addition to
relation disentanglement guidance and interaction direction
guidance. However, when an image contains multiple hu-
mans and objects, it can lead to multiple interactions that
do not match a single target interaction verb. To accurately
separate the human and object corresponding to interaction
words, we apply mask M when calculating the reconstruc-
tion loss as follows:

Lrec = Ez,ϵ∼N (0,1),t

[
∥(ϵ⊙M− ϵθ(zt, t, T )⊙M)∥22

]
.

(6)

Finally, we combine reconstruction loss with disentan-
glement guidance and interaction direction guidance lever-
aging λ1, λ2, and λ3 as below:

Ltotal = λ1 · Lrec + λ2 · LRDG + λ3 · LIDG. (7)
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Figure 3. Interaction comparison of generated images across
models. Images are generated using a fixed template: “A {H} {R}
a/an {O}”. The top three rows show single interactions, while the
bottom rows illustrate multiple interactions. Green and blue boxes
indicate grounding boxes used for humans and objects, respec-
tively, during image generation.

4. Experiments

We train our model on SD v1.4 at a resolution of 512×512.
Using the Adam optimizer with a learning rate of 4× 10−6,
we trained for a single epoch over 17 hours. For image gen-
eration during training, we utilize the DDIM scheduler [18]
with 30 sampling steps, and during inference, we increase
sampling steps to 50. Finally, λ1, λ2, and λ3 are set to 1.0,
10, and 0.8, respectively, and the margin m is set to 0.2.
Dataset. To train our model, we realign the training set
according to the 600 HOI text descriptions and modify an-
notations to match each image with its corresponding text
descriptions. This realignment yields 69,404 images across
600 prompts. We exclude text classes containing “and” (e.g.
“A photo of a person and an airplane”) to avoid ambiguity
from various interactions within the same class, resulting in
a final training set of 61,114 images across 501 prompts.

4.1. Qualitative Results

Fig. 3 shows a comparison of generated images focus-
ing on the interactions between humans and objects across
our method and other models. Compared to previous ap-
proaches, our results exhibit more detailed interactions,
closely resembling ground-truth images. For example, in
Fig. 3 (a)-(c), GLIGEN [11] mainly focuses on generating
humans and objects, failing to depict the accurate interac-
tions related to the interaction words. While InteractDiffu-

34emModels SOV-STG-S (Acc ↑) SOV-STG-Swin-L (Acc ↑)

Def. KO. Def. KO.

Full Rare Full Rare Full Rare Full Rare

HICO-DET 26.52 6.78 28.68 7.29 29.98 12.66 31.16 13.43

SD [16] 16.09 4.59 18.22 4.85 20.08 8.07 21.69 8.66

GLIGEN [11] 15.88 4.85 17.91 5.24 17.83 7.00 19.35 7.57

InteractDiffusion [6] 19.67 7.00 21.31 7.69 23.53 10.27 24.86 11.18

VerbDiff (Ours) 22.59 7.62 24.79 7.83 27.05 12.60 28.43 13.18

Table 1. HOI accuracy comparison between VerbDiff and pre-
vious methods. Def. and KO. refer to Default and Known Object.

sion [6] improves interaction representation, its results show
inaccurate or ambiguous interactions that lack fine-grained
interaction details (a)-(c).

We further evaluate our model using complex prompts
containing multiple interactions to assess its ability to dis-
tinguish between interaction words. As shown in Fig. 3 (d)
and (e), our model successfully captures each specified in-
teraction, whereas other models often struggle. While GLI-
GEN and InteractDiffusion depict some interactions, they
frequently miss key elements such as a wine glass or a
bench. In contrast, our model consistently generates accu-
rate images that faithfully reflect the intended interactions.

4.2. Quantitative Results
Tab. 1 presents the HOI accuracy scores, where VerbD-
iff achieves the highest accuracy across all settings com-
pared to previous methods. In particular, although differ-
ent backbones are used for computing accuracy, VerbDiff
consistently shows the highest accuracy across all settings.
This demonstrates that our method has robust interaction
word understanding and produces images with precise in-
teractions. Overall, VerbDiff consistently outperforms other
models across nearly all evaluation metrics, demonstrating
its strong ability to comprehend interaction words and gen-
erate high-quality images with accurate human-object inter-
actions, even without extra conditions.

5. Conclusion
We propose VerbDiff, a novel text-to-image (T2I) diffu-
sion model that addresses the interaction misunderstanding
problem in SD in a simple yet effective manner, without
additional conditions. Although previous methods lever-
age additional conditions to help the model understand the
interaction between humans and objects, they still rely on
precise instructions and lack an understanding of the se-
mantic differences between interaction verbs. Our model
successfully captures the semantic meanings inherent in in-
teraction words and generates high-quality images with ac-
curate interactions. Extensive experiments demonstrate the
effectiveness of our method in enhancing the ability to un-
derstand interaction words of T2I models, achieving better
interaction comprehension compared to previous state-of-
the-art methods.
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