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Figure 1. Multi-view Edited Results. We present our edited result over a single-object scene “face” and two multi-object scenes “teatime”
and “figurines”. EditAnyScene can edit objects of any size in both single-object and multi-object scenes, and provide high-quality edited
results from any perspective.

Abstract

We present EditAnyScene, a generalizable framework for
text-driven local editing of 3D Gaussian Splatting scenes.
While existing approaches yield promising results in simple
environments, they often deteriorate in complex real-world
scenes due to imprecise target localization, limited view-
point coverage, and inconsistent multi-view editing. Edi-
tAnyScene overcomes these challenges through three com-
plementary innovations. First, we construct a 3D Lan-
guage Field that bridges natural language and spatial un-
derstanding, enabling accurate target localization and ex-
traction in cluttered scenes. Further, we develop an object-
centric optimal viewpoint sampling strategy that gener-
ates dense orbiting trajectories around the identified tar-
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get, transcending the limitations of initial camera perspec-
tives through comprehensive spatial representation of the
object. Building upon this enhanced visual representa-
tion, we introduce a multi-view joint editing scheme featur-
ing Global-Local Attention Latent Alignment and Object-
Level Attention modules. This coordinated approach en-
forces consistent geometric and stylistic guidance in la-
tent space while effectively suppressing background inter-
ference during foreground editing, ensuring coherent mod-
ifications. Extensive experiments demonstrate that Edi-
tAnyScene achieves superior editing quality and general-
ization across diverse scenes, successfully handling scenar-
ios where previous methods fail. Our work represents a
promising step toward robust, generalizable 3D scene edit-
ing guided by natural language instructions.



1. Introduction
Recent advancements in 3D representations, particularly
Neural Radiance Fields (NeRF)[18] and 3D Gaussian Splat-
ting (3DGS)[8], have significantly advanced real-world
scene reconstruction. Building on these innovations, text-
driven 3D scene editing [3, 4, 6, 7, 11, 13, 15, 17, 20, 21,
23, 25] has gained attention for applications in virtual real-
ity and gaming. However, editing specific objects in com-
plex 3D environments while preserving scene consistency
remains highly challenging.

Instruct NeRF2NeRF[4] utilizes image-conditioned dif-
fusion models to guide NeRF-based editing, achieving
multi-view consistency but often leading to unintended
background changes due to implicit target localization.
GaussianEditor [2] takes advantage of 3DGS’s discrete
structure for object-specific editing via inverse rendering
and 2D mask projections. Meanwhile, GaussCtrl [22] im-
proves consistency through depth-guided geometry align-
ment and cross-view attention.

Despite these advances, existing methods face signifi-
cant challenges when scaling to multi-object scenarios: In-
consistent target localization: Open-vocabulary 2D seg-
mentation models (e.g., Lang-SAM [10, 12, 14]) frequently
fail to maintain multi-view consistency. Suboptimal view-
point selection: Existing approaches often lack mecha-
nisms to center training views on relevant objects, limiting
editing precision. Multi-view consistency issues: Heavy
reliance on fixed reference frames [16, 22] can result in ar-
tifacts such as blurring from mismatched perspectives.

To address these challenges, we propose EditAnyScene,
a novel framework for precise text-driven editing of 3DGS
Scenes. First, a 3D Language Field aligns semantic embed-
dings with Gaussian features by jointly training spatial and
language fields, ensuring consistent 3D localization. Sec-
ond, we propose an object-centric perspective generation
strategy that selects optimal viewpoints based on object cen-
ter and camera distribution, enhancing editing coverage. Fi-
nally, we introduce two attention mechanisms: the Global-
Local Attention Latent Alignment Module (GLAM) en-
sures visual consistency through cross-view attention with
global and neighboring frames, while the Object-Level At-
tention Module (OAM) focuses foreground processing on
object regions, reducing background interference.

Experiments show that EditAnyScene significantly out-
performs previous methods in editing precision, consis-
tency, and visual quality. The contributions of this work
are summarized as follows:
• An object-centric perspective generation strategy for op-

timal editing viewpoints.
• Novel attention mechanisms (GLAM and OAM) for en-

hanced multi-view consistency.
• Extensive evaluations demonstrating state-of-the-art per-

formance across diverse 3D editing tasks.

2. Method
We present EditAnyScene, a framework for text-driven 3D
editing of 3DGS scenes. Fig.2 illustrates our pipeline,
which jointly optimizes language and geometric fields for
accurate target localization, generates object-centric per-
spectives for optimal viewpoint selection, and applies spe-
cialized attention mechanisms for multi-view consistent
modification.

2.1. Language Gaussian for 3D localization

We extend 3DGS by integrating learnable language features
distilled from image CLIP embeddings into each Gaussian.
Unlike previous methods [19] that train geometry and lan-
guage fields sequentially, we propose a joint training strat-
egy where both fields are optimized simultaneously:

L = Lrgb (C, Iori) + λlangLlang(F ,H) (1)

where C, Iori, F , H represent rendered RGB image, origi-
nal image, rendered semantic features, and image CLIP em-
beddings. λlang balances RGB reconstruction and language
learning.

During the Gaussian growth process, new points inherit
language features from parent points, enhancing spatial
continuity of the semantic field. Simultaneously, we prevent
semantic branch gradients from updating geometric param-
eters to maintain reconstruction quality. This approach en-
ables accurate target localization by measuring cosine sim-
ilarity between CLIP embeddings and Gaussian features,
generating precise 3D masks even in complex scenes.

2.2. Optimal Editing Perspective Generation

Previous 3D editing methods struggle with complex scenes
where target objects are not well-centered, leading to lo-
calization errors or insufficient editing. We address this by
generating optimal viewpoints specifically focused on the
target object. First, we filter training viewpoints based on
the angular deviation between the camera-to-object vector
and the camera’s field of view:

Vtrain = {cami|αi
x <

fovx
2

· kα , αi
y <

fovy
2

· kα} (2)

where αi
x and αi

y are projection angles of camera-to-object
vector on XZ/YZ planes, fovx and fovy are camera field of
view angles, and kα ∈ [0, 1] controls filtering strictness.

Second, we generate dense spherical viewpoints
Vspherical around the target. We align the spherical trajec-
tory with the object’s coordinate system and calculate the
optimal camera radius based on existing viewpoints. For
azimuth angles, we employ DBSCAN to exclude outliers
and apply kernel density estimation to determine visible
azimuth segments. This approach ensures comprehensive
coverage of the target object from optimal perspectives.
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Figure 2. Overview of EditAnyScene. First, we reconstruct the Gaussian language field alongside the geometry field from the input images
(Sec.2.1). Then, we generate intensive perspective supervision for 2D editing (Sec.2.2). Finally, we use the depth-guided ControlNet [24] in
combination with a Global-Local Attention Latent Alignment module (GLAM) and an Object-Level Attention Module (OAM) to achieve
multi-view consistency (Sec.2.3).
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Figure 3. Visualization of Optimal Editing Perspective Genera-
tion. Red fan-shaped region indicates the valid azimuth range.
Vfiltered shows filtered-out views with typically poor editing qual-
ity, Vtrain displays the selected training views, and Vspherical rep-
resents the generated continuous spherical viewpoints.

2.3. Multi-view Consistent Editing Scheme

To utilize the continuous and dense characteristics of gener-
ated viewpoints, we introduce two complementary modules
that actively enhance multi-view consistency throughout the
editing process.
Global-Local Attention Latent Alignment Module ad-
dresses limitations of previous cross-frame attention meth-

ods that are sensitive to reference selection. Our ap-
proach organizes sequential images into grid layouts
Grid(1,...,T ) ∈ R(nW )×(nH)×3, where T = n × n, en-
abling simultaneous processing that leverages transformer
self-attention for temporal connections.

For global consistency, we extract representative frames
to construct a reference grid Gridref . During diffusion,
we compute cross-frame attention between local grid la-
tents zti and the reference grid, blending it with original
self-attention:

AttnAlign = λ · Attni,i + (1− λ) · Attni,ref (3)

where λ ∈ [0, 1] balances attention types and Attni,j rep-
resents attention between latents zi and zj . This hybrid ap-
proach ensures both local geometric accuracy within grids
and global stylistic consistency across trajectories, reducing
reference view sensitivity.
Object-Level Attention Module prevents background in-
terference during foreground editing by restricting attention
operations to within the target object region. Specifically,
we first project the previously extracted 3D mask onto var-
ious views to create a normalized foreground heatmap H ,
which is then thresholded to obtain a 2D mask M . The
2D mask is subsequently organized into a grid format. For-
mally, for the ith local grid, the corresponding mask is ex-
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Figure 4. Qualitative Results on IN2N [4] Dataset. Compared
to baseline methods, EditAnyScene achieves better text prompt
alignment and multi-view consistency.
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Figure 5. Qualitative Results on Mip-NeRF360 [1] and LERF
[9]. We show the edited results in multi-object scenes. Ed-
itAnyScene provides high-quality edited results while baseline
methods fail in almost all cases.

pressed as M (1,...,T )
i ∈ R(nW )×(nH)×1. The attention mod-

ule is then defined as follows:

ObjAttni,j = Softmax
(
Qi[Mi] ·Kj [Mj ]

⊤
√
d

)
Vj [Mj ] (4)

where Qi[Mi] denotes the selection of all elements in Qi for
which the corresponding values in the mask Mi are equal to
1. The same selection process applies to Kj and Vj .

3. Experiments
3.1. Settings

We compare EditAnyScene with three state-of-the-art tech-
niques: IN2N [5], GaussianEditor [2], and GaussCtrl [22],
using CLIP Similarity Score to evaluate visual correspon-
dence between 3D edits and prompts. For our evalua-
tion, we collect diverse scenes from multiple datasets in-
cluding simple scenes (both 360-degree and forward-facing
views from IN2N [4]) and complex scenes from Mip-
NeRF360 [1] and LERF [9].

For implementation, we build upon [2], incorporating 3D
language Gaussians following LangSplat [19] with λlang =
1.0 for joint training of geometry and language fields. We

Method bear face teatime figurines counter room avg

IN2N [4] 0.2545 0.2280 0.2354 0.2406 0.2516 0.2403 0.2420
GaussianEditor [2] 0.2435 0.2426 0.2310 0.2435 0.2482 0.2395 0.2401

GaussCtrl [22] 0.2730 0.2368 0.2294 0.2392 0.2453 0.2364 0.2376
Ours 0.2752 0.2541 0.2459 0.2550 0.2553 0.2457 0.2505

Table 1. Quantitative Evaluation on Simple and Complex
Scenes. We compare the average CLIP Similarity Score of di-
verse prompts across different scenes. The left section shows sim-
ple scenes from the IN2N dataset [4], while the middle section
presents results on complex scenes. EditAnyScene consistently
performs better than baseline methods in both scenarios.

set kα = 0.6 for optimal view generation. For 2D image
editing, we use a grid size of T = 2× 2 and employ Stable
Diffusion v1.5 with depth-conditioned ControlNet (guid-
ance scale 7.5), setting λref = 0.6 for self-attention latents
injection. Our method takes 10-15 minutes per scene on a
NVIDIA RTX 3090Ti.

3.2. Comparative Study

For simple scenes (“bear” and “face” from IN2N[4]), Fig.
4 demonstrates our superior editing quality from different
perspectives. Furthermore, we calculate the CLIP Score
of diverse prompts on the same scene and show quantitative
comparisons in Tab.1. EditAnyScene achieves better text
prompt alignment and multi-view consistency in all cases.

For complex multi-object scenes (“teatime” and “fig-
urines” from LERF [9], “counter” and “room” from Mip-
NeRF360 [1]), Fig. 5 presents qualitative comparisons. Our
method successfully edits target object in these scenes while
maintaining high-quality results with multi-view consis-
tency, whereas baseline methods consistently fail to pro-
duce satisfactory edits. Due to the difficulty in map-
ping complex scenes to succinct local descriptive editing
prompts, we compute CLIP Score within dilated bound-
ing boxes of projected 3D masks for fair comparison. As
shown in Tab. 1, EditAnyScene consistently outperforms
baseline methods across all scene types, demonstrating its
robust capability in both simple and challenging scenarios.

4. Conclusion
In this paper, we introduce EditAnyScene, an efficient
method for 3DGS Local editing. We achieve consistent 3D
localization by grounding language features into 3D Gaus-
sians and identifying objects in 3D using text queries. We
propose an object-centric perspective generation method to
adaptively identify optimal views for editing. Furthermore,
we propose a novel multi-view joint editing scheme that
effectively facilitates multi-view consistency by employ-
ing the Global-Local Attention Latent Alignment Module
(GLAM) and the Object-level Attention Module (OAM). In
various settings, our method enables more consistent and
text-aligned edits than prior works.
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