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Abstract
Based on the remarkable performance of text-to-image

diffusion models, text-guided video editing studies recently
have been expanded. Existing video editing studies have
introduced an implicit method of adding cross-frame atten-
tion to estimate inter-frame attention, resulting in tempo-
rally consistent videos. However, because these methods
use models pre-trained on text-image pair data, they do not
handle unique property of video: motion. When editing a
video with prompts, the attention map of the prompt imply-
ing the motion of the video (e.g. ‘running’, ‘moving’) is
prone to be poorly estimated, which causes inaccurate video
editing. To address this problem, we propose the ‘Motion
Map Injection’ (MMI) module to consider motion explic-
itly. The MMI module provides text-to-video (T2V) mod-
els a simple but effective way to convey motion in three
steps: 1) extracting motion map, 2) calculating the sim-
ilarity between the motion map and the attention map of
each prompt, and 3) injecting motion map into the attention
maps. Given experimental results, input video can be edited
accurately with MMI module. To the best of our knowledge,
our study is the first method that utilizes the motion in video
for text-to-video editing. Extensive experimental results are
in https://currycurry915.github.io/MMI/.

1. Introduction
Recent research on text guided diffusion models and

large-scale language models has led to unprecedented ad-
vances in image generation and image editing. In the field
of image editing, various studies [1, 3, 4, 5, 6, 7, 8, 9, 10, 11]
have been conducted. Among them, Prompt-to-Prompt
(P2P) [1] offers users intuitive image editing by propos-
ing several methods and applications to control the atten-
tion map that identifies the semantic relationship between
prompt token and input image.

Research on diffusion model has been expanded to text-
guided video editing tasks. Most of these studies [2, 12,
13, 14] use text-guided image diffusion models for base-
line. However, since a video consists of several frames un-
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Figure 1: Comparison of attention map and edited video
output derived from each existing method. Image-P2P [1]
and Video-P2P [2] failed to estimate the attention map,
resulting in discrepancy between prompt and video. Our
method edited video realistically by exploiting optical flow
guided attention maps.

like images, it should be edited in consideration of tempo-
ral information. To this end, existing video editing stud-
ies [14, 15, 16] have devised an implicit method of adding
cross-frame attention to estimate inter-frame attention, re-
sulting in temporal consistent editing. Recently, starting
with Video-P2P [2] vid2vid-zero [16], and FateZero [17],
research on image based P2P [1] have been expanded to
video editing.

A vast amount of text-video pair dataset is required to
train the implicit structures that use cross-frame attention to
understand temporal information. However, there are limit
of data to train them. That is why the most of video edit-
ing algorithms have chosen the fine-tuning method of im-
age diffusion model [12] for the input video or zero-shot
approach [14] to edit video in consideration of temporal in-
formation. Because the image diffusion model was trained

https://currycurry915.github.io/MMI/


on the text-image pair dataset, it is not good at estimating
the attention map for prompts containing motion as shown
in Fig 1. As a result, it is difficult to perform appropriate
attention control for the prompt, which reduces the capa-
bility of editing videos. One solution is to estimate motion
information explicitly.

Optical flow is the information of pixels that have moved
between frames of video (i.e. ‘motion’). There are a lot of
optical flow estimation methods that have been used in wide
range of video tasks. With existing state-of-the-art optical
flow estimation network [18], we can obtain highly accurate
motion which can be injected into video editing model.

In this paper, we propose a framework to complement at-
tention maps with optical flow to make video editing more
effective and accurate. It consists of the following three
steps. Firstly, existing optical flow estimation algorithm
[18] estimates motion from the input video. Secondly, with
the motion, attention maps of off-the-shelf video diffusion
model are complemented. Lastly, modify the video by ap-
plying the improved attention map.

The most important part of this framework is first and
second steps. We propose ‘Motion Map Injection (MMI)’
module for these steps. Specifically, MMI module has
three steps. Firstly, module estimates motion map which
is magnitude of the optical flow. Secondly, the similari-
ties between the motion map and attention maps of each
prompt are computed with template matching algorithm
[19]. Finally, the motion map is multiplied by the simi-
larity weights, and added to the every attention map of each
prompt. However, the image diffusion model does not ac-
curately estimate the attention map of the motion prompt,
so the attention map of motion prompt such as ‘moving’
is directly replaced with the motion map without template
matching. Our proposed MMI module is a efficient method
that can supplement motion information in the prompt with-
out learning a vast video dataset, which can dramatically
improve the editing of the existing video editing framework.

2. Proposed Method
Let be input video V which consists of n frames. We de-

fine the source prompt as P just like the Prompt-to-Prompt
[1] setting. In P , the prompt containing motion information
of the video is called motion prompt PM (e.g. ‘running’,
‘moving’).

In this section, we provide an overview of our frame-
work, which is illustrated in Fig. 2(a). The attention map
AP representing the correlation between the frame of V and
P is estimated through the cross-attention layer in the T2V-
Model. Our proposed MMI module estimates the optical
flow Vflow of V using the pre-trained optical flow estima-
tion network [18] in the first step. In the second step, a
motion map is obtained by applying L2 norm to the optical
flow. After calculating the correlation between the attention

map of all prompts and the motion map using NCC, it com-
plements the existing attention map according to the corre-
lation. Lastly, the motion map is inserted into the Attention
Map of the motion prompt PM. Using this approach, the
MMI module provides the optical flow information of the
video to the T2V-Model, enabling improved video editing
capabilities.

2.1. Preliminary

Prompt-to-Prompt P2P [1] based on text-guided diffusion
model edits image by modifying source prompt P . Cross-
attention layer inside the diffusion model produces cross-
attention map indicating spatial correlation between visual
and textual features. Spatial features of noise image ϕ(zt)
are projected on query matrix Q = ℓQ(ϕ(zt)) and key ma-
trix K = ℓK(ψ(P)) through learned linear projections ℓQ
and ℓK . Attention map A can be written as

A = Softmax

(
QKT

√
d

)
, (1)

where d denotes latent projection dimension of K and Q.
Because P2P [1] can edit images by controlling these atten-
tions, it gives intuitive image editing by modifying only P .
As in Fig. 2(b), P2P [1] can edit images by replacing A of
the word to be edited in P with the attention of the target
prompt or by providing an additional A.

2.2. Motion Map Injection Module

Motion Map Extraction In this paper, we use pre-trained
optical flow estimation algorithm, UniMatch [18], to esti-
mate motion of video. Firstly, we calculate the correlation
for the pixels of the two frames by matrix product and then
normalize for the last two dimensions using the softmax
function. Then, matching distributionDflow is obtained for
each pixel location in Ft−1 with respect to all pixel loca-
tions in Ft

Dflow(i, j, k, l) = S

(∑d
d′=1 Ft−1(i, j, d

′) · Ft(k, l, d
′)√

N

)
,

(2)
where N denotes normalization coefficient to prevent the
value from increasing after internal operation, and S rep-
resents the softmax function. We calculate the weighted
average of the matching distribution Dflow on the 2D co-
ordinates of the pixel grid G2D to obtain correspondence
Ĝ2D. Finally, the optical flow Vflow can be obtained by
subtracting the two grids. We obtain the motion map V ∗

flow

by applying the L2 norm to the optical flow Vflow .
Motion Map Injection using NCC It is necessary to cal-
culate the similarity of each other to effectively supplement
the existing attention map using the estimated motion map.
To this end, we use the template matching algorithm [20].
We set the source image to attention map and the target im-



Figure 2: Overall framework of this study. First, the T2V-Model generates an attention map by receiving video and prompts
as input. At the same time, the Motion Map Injection module receives the video frame, generates a motion map, and injects it
into the attention map of the T2V-Model. After that, text-to-video editing is performed using the attention map that includes
video motion information.

age to motion map and calculate the Normalized Cross Cor-
relation (NCC) as below

Ck =
1

n

∑
x,y

(V ∗
flow(x, y)− V̄ ∗

flow)(Ak(x, y)− Āk)

σV σA
, (3)

where n denotes the number of pixels, x, y denotes pixel
of source image and target image, V̄ ∗

flow and Āk denote the
average of pixels of V ∗

flow and Ak, σV and σA denote the
standard deviation of pixels of V ∗

flow and Ak. k denotes the
index of a particular word in the entire prompt. We calculate
the correlation score by performing template matching at
every denoising step t of the diffusion model, making the
sizes of V ∗

flow and Ak alike for all k.
Finally, as shown in (4), a new attention map is identified

by injecting Ck · V ∗
flow to attention map of each prompt

A∗
k = Ak + λ ·

(Ck · V ∗
flow)

t
, (4)

where λ is a hyperparameter for motion map injection rate,
t denotes denoising step. Here, the image diffusion model
does not accurately estimate the attention map of the mo-
tion prompt token such as ‘flowing’, so the motion map is
directly inserted instead of template matching.

3. Experiments

Baseline model We tested our module to the Video-P2P [2],
vid2vid-zero [16], and FateZero [17], which can intuitively

Table 1: Generally, when MMI module was applied, the
metrics were improved.

CLIP Score Masked PSNR BRISQUE

Video-p2p 28.50 23.33 37.21

+ Ours 30.15 24.92 32.11

vid2vid-zero 29.60 19.81 15.99

+ Ours 31.90 20.16 15.09

FateZero 26.60 27.72 32.16

+ Ours 28.45 27.30 29.60

edits a video with text by manipulating a cross attention
map representing the relationship between text and video.
Evaluation Metrics CLIP Score [21] and masked PSNR
[2] were used to evaluate textual similarity and region
preservation. We assessed the quality of the edited videos
with BRISQUE [22]. Details of these metrics are at Section
5.1 of supplement.

3.1. Quantitative Results

The quantitative results of this study are in Table 1.We
compared 20 video data and 3 baseline models with 3 met-
rics. CLIP Score [21] was measured by comparing tar-
get prompt with edited image. The results confirmed that
our method was better at understanding meaning of prompt
compared to the other models. For masked PSNR[2], the
performance of our framework scored slightly higher in



Figure 3: Qualitative results of our study. This shows the result of two examples corresponding to each different model
[2, 16]. The top row is the input video frame, the second row is the optical flow extracted through the optical flow estimation
model [18], the third row is the output of [2] and [16], and the last row is the result of applying our module. The model
utilizing the motion information of the video perform better editing. Additional results are at our project page.

Video-P2P [2] and vid2vid-zero [16]. This means that
the existing models edited more in areas not intended than
our proposed model. Using one of the No-Reference Im-
age Quality Assessments, BRISQUE [22], Our model was
lower scores than others. It indicates our module improves
the quality of edited video.

3.2. Qualitative Results

Figure 3 shows the qualitative results of the Video-P2P
[2], the vid2vid-zero [16], and those utilizing proposed
MMI. Previous methods tend to produce structurally unnat-
ural images, but our method produces structurally coher-
ent and content-preserving frames. In left example, due to
inaccurate estimation of the attention map for the motion
prompt, it was unable to perform editing that aligns with
the target prompt. However, with the injection of the mo-
tion map using our module, we achieved better performance
in editing. In right one, the result is poorer compared to
Video-P2P [2]. Nevertheless, our model enhances attention
maps and enables control them via target prompts. There
are more results on the project page attached to the abstract.

3.3. User Study
To compare our proposed model with 3 existing models,

we conducted user study on three criteria: structure preserv-
ing, text alignment, and realism & quality. We presented in-
put video, target prompt, and videos edited with each model
to users. Between two edited videos, the outputs were eval-

Table 2: User study for (a) Video-P2P, (b) vid2vid-zero, and
(c) FateZero, and our framework on three criteria. The units
of each number mean %.

User Preference (%) (a) (b) (c) Ours

Text Alignment 6.11 4.00 6.22 83.67
Structure Preserving 9.38 9.66 10.33 70.63
Realism & Quality 9.50 9.22 10.33 70.95

uated by making users choose more faithful videos for the
presented criteria. The results filled in Table 2 show that the
output of our module is more preferable. The supplement
section 6 contains a detailed protocol for the user study.

4. Conclusion

We propose a Motion Map Injection (MMI) module to
inject estimated motion map into the attention map of the
image diffusion model. Injecting motion map into attention
map makes general video editing performance improved be-
cause attention map of motion prompt was enhanced. This
was proven by improved metrics and showed by qualitative
results.
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